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Abstract

Terminology translation plays a critical
role in domain-specific machine trans-
lation (MT). In this paper, we con-
duct a comparative qualitative evalua-
tion on terminology translation in phrase-
based statistical MT (PB-SMT) and neu-
ral MT (NMT) in two translation di-
rections: English-to-Hindi and Hindi-to-
English. For this, we select a test set
from a legal domain corpus and create
a gold standard for evaluating terminol-
ogy translation in MT. We also propose
an error typology taking the terminology
translation errors into consideration. We
evaluate the MT systems’ performance on
terminology translation, and demonstrate
our findings, unraveling strengths, weak-
nesses, and similarities of PB-SMT and
NMT in the area of term translation.

1 Introduction

Over the last five years, there has been incremen-
tal progress in the field of NMT (Bahdanau et al.,
2015; Vaswani et al., 2017) to the point where
some researchers are claiming parity with human
translation (Hassan et al., 2018). Nowadays, NMT
is regarded as a preferred alternative to PB-SMT
(Koehn et al., 2003) and represents a new state-
of-the-art in MT research. The rise of NMT has
resulted in a swathe of research in the field of
MT, unraveling the strengths, weaknesses, impacts
and commercialisation aspects of the classical (i.e.
PB-SMT) and emerging (i.e. NMT) methods (e.g.
(Bentivogli et al., 2016; Toral and Way, 2018)). In
brief, the NMT systems are often able to produce
better translations than the PB-SMT systems. In-
terestingly, terminology translation, a crucial fac-
tor in industrial translation workflows (TWs), is
one of the less explored areas in MT research.
In this context, a few studies (Burchardt et al.,

2017; Macketanz et al., 2017; Specia et al., 2017),
with their focus on high-level evaluation, have in-
dicated that NMT lacks effectiveness in translat-
ing domain terms compared to PB-SMT. In this
work, we aim to compare PB-SMT and NMT in
relation to terminology translation, by carrying out
a thorough manual evaluation. For this, we se-
lect a test set from legal domain data (i.e. judicial
proceedings), and create a gold standard evalua-
tion test set following a semi-automatic terminol-
ogy annotation strategy. We inspected the patterns
of the term translation-related errors in MT. From
our observations we make a high-level classifica-
tion of the terminology translation-related errors
and propose an error typology. We discuss various
aspects of terminology translation in MT consid-
ering each of the types from the proposed termi-
nology translation typology, and dig into the ex-
tent of the term translation problems in PB-SMT
and NMT with statistical measures as well as lin-
guistic analysis. For experimentation, we select
a less examined and low-resource language pair,
English–Hindi.

2 MT Systems

To build our PB-SMT systems we used the Moses
toolkit (Koehn et al., 2007). For LM training
we combine a large monolingual corpus with the
target-side of the parallel training corpus. Addi-
tionally, we trained a neural LM with the NPLM
toolkit (Vaswani et al., 2013) on the target side
of the parallel training corpus alone. We consid-
ered the standard PB-SMT log-linear features for
training. We call the English-to-Hindi and Hindi-
to-English PB-SMT systems EHPS and HEPS, re-
spectively. Our NMT systems are Google Trans-
former models (Vaswani et al., 2017). In our ex-
periments we followed the recommended best set-
up from Vaswani et al. (2017). We call our the
English-to-Hindi and Hindi-to-English NMT sys-
tems EHNS and HENS, respectively.
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For experimentation we used the IIT Bom-
bay English-Hindi parallel corpus (Kunchukuttan
et al., 2017). For building additional LMs for
Hindi and English we use the HindEnCorp mono-
lingual corpus (Bojar et al., 2014) and monolin-
gual data from the OPUS project (Tiedemann,
2012), respectively. Corpus statistics are shown
in Table 1. We selected 2,000 sentences (test set)
for the evaluation of the MT systems and 996 sen-
tences (development set) for validation from the
Judicial parallel corpus (cf. Table 1) which is a
juridical domain corpus (i.e. proceedings of legal
judgments). The MT systems were built with the
training set shown in Table 1 that includes the re-
maining sentences of the Judicial parallel corpus.

Table 1: Corpus Statistics.

English–Hindi parallel corpus
Sentences Words (En) Words (Hi)

Training set 1,243,024 17,485,320 18,744,496
(Vocabulary) 180,807 309,879
Judicial 7,374 179,503 193,729
Development set 996 19,868 20,634
Test set 2,000 39,627 41,249
Monolingual Corpus Sentences Words
Used for PB-SMT Language Model
English 11M 222M
Hindi 10.4M 199M
Used for NMT Back Translation
English 1M 20.2M
Hindi 903K 14.2M

We present the comparative performance of the
PB-SMT and NMT systems in terms of BLEU
score (Papineni et al., 2002) in Table 2. Addition-
ally, we performed statistical significance tests us-
ing bootstrap resampling methods (Koehn, 2004).
The confidence level (%) of the improvement ob-
tained by one MT system with respect to the an-
other MT system is reported. As can be seen

Table 2: Performance of MT systems on BLEU.

System BLEU System BLEU
EHPS 28.8 HEPS 34.1
EHNS 36.6 (99.9%) HENS 39.9 (99.9%)

from Table 2, EHPS and EHNS produce reason-
able BLEU scores (28.8 BLEU and 36.6 BLEU)
on the test set given the difficulty of the trans-
lation pair. These BLEU scores, in fact, under-
estimate the translation quality, given the rela-
tively free word order in Hindi, as we have just
a single reference translation set for evaluation.
As far as the Hindi-to-English translation task is

concerned, HEPS and HENS produce moderate
BLEU scores (34.1 BLEU and 39.9 BLEU) on
the test set. As expected, translation quality in
the morphologically-rich to morphologically-poor
language improves.

3 Creating Gold Standard Evaluation
Set

To evaluate terminology translation with our MT
systems, we manually annotated the test set by
marking term-pairs on the source- and target-sides
of the test set (cf. Table 1) with a view to creat-
ing a gold standard evaluation set. The annotation
process is performed using our own bilingual term
annotation tool, TermMarker. If there is a source
term present in the source sentence, its transla-
tion equivalent (i.e. target term) is found in the
target sentence, and the source–target term-pair is
marked. The annotators are native Hindi evalua-
tors with excellent English skills. They were in-
structed to mark those words as terms that belong
to legal or judicial domains. The annotators were
also instructed to mark those sentence-pairs from
the test set that contain errors (e.g. mistransla-
tions, spelling mistakes) in either source or target
sentences. The annotators reported 75 erroneous
sentence-pairs which we discarded from the test
set. In addition, 655 sentence-pairs of the test set
did not contain any terms. We call the remain-
ing 1,270 sentence-pairs our gold-testset. Each
sentence-pair of gold-testset contains at least one
aligned source-target term-pair. We have made the
gold-testset publicly available to the research com-
munity.1

Annotation Suggestions from Bilingual Ter-
minology While manually annotating bilingual
terms in the judicial domain test set, we took sup-
port from a bilingual terminology that was auto-
matically created from the Judicial corpus (cf. Ta-
ble 1). For automatic bilingual term extraction we
followed the approach of Haque et al. (2018). We
found 3,064 English terms and their target equiva-
lents (3,064 Hindi terms) in the source- and target-
sides of gold-testset, respectively.

Variations of Term A term may have more than
one domain-specific translation equivalent. The
number of translation equivalents for a source
term could vary from language to language de-
pending on the morphological nature of the tar-
get language. For example, translation of the En-

1https://www.computing.dcu.ie/
˜rhaque/termdata/terminology-testset.zip

https://www.computing.dcu.ie/~rhaque/termdata/terminology-testset.zip
https://www.computing.dcu.ie/~rhaque/termdata/terminology-testset.zip
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glish word ‘affidavit’ has multiple target equiv-
alents (LIVs (lexical and inflectional variations))
in Hindi even if the translation domain is legal
or juridical: ‘shapath patr’, ‘halaphanaama’, ‘ha-
laphanaame’, or ‘halaphanaamo’. The term ‘sha-
path patr’ is the lexical variation of Hindi term
‘halaphanaama’. The base form ‘halaphanaama’
could have many inflectional variations (e.g. ‘ha-
laphanaame’, ‘halaphanaamo’) given the sen-
tence’s syntactic and morphological profile (e.g.
gender, case).

For each term we check whether the term has
any additional LIVs pertaining to the juridical do-
main and relevant to the context of the sentence. If
this is the case, we include the relevant variations
as legitimate alternatives term.

We again exploit the method of Haque et al.
(2018) for obtaining variation suggestions for a
term. The automatically extracted bilingual ter-
minology of Haque et al. (2018) comes with the
four highest-weighted target terms for a source
term. If the annotator accepts an annotation sug-
gestion (source–target term-pair) from the bilin-
gual terminology, the remaining three target terms
are considered as alternative suggestions of the tar-
get term.

Two annotators took part in the annotation task,
and two sets of annotated data were obtained. The
term-pairs of gold-testset are finalised on the ba-
sis of the annotation agreement by the two annota-
tors, i.e. we keep those source–target term-pairs
in gold-testset for which both annotators agree
that the source and target entities are terms and
aligned. On completion of the annotation pro-
cess, inter-annotator agreement was computed us-
ing Cohen’s kappa (Cohen, 1960) at word-level.
For each word we count an agreement whenever
both annotators agree that it is a term (or part of
term) or non-term entity. We found the kappa co-
efficient to be very high (i.e. 0.95) for the annota-
tion task. This indicates that our terminology an-
notation is of excellent quality.

The final LIV list for a term is the union of the
LIV lists created by the annotators. This helps
make the resulting LIV lists exhaustive.

4 Terminology Translation Typology

In order to annotate errors in (automatic) transla-
tions, MT users often exploit the MQM (Multidi-
mensional Quality Metric) error annotation frame-
work (Lommel et al., 2014). One of the error types
in the MQM toolkit is terminology (i.e. incon-
sistent with termbase, inconsistent use of termi-
nology) which is an oversimplified attribute and

does not consider various nuances of term trans-
lation errors. We propose an error typology taking
terminology translation into consideration. First,
we translated the test set sentences with our MT
systems, and sampled 300 translations from the
whole translation set. Then, the terminology trans-
lations were manually inspected, noting the pat-
terns of the term translation-related errors. From
our observations we found that the terminology
translation-related errors can be classified into
eight primary categories. As far as the term trans-
lation quality of an MT system is concerned, our
proposed typology could provide a better perspec-
tive as to how the MT system lacks quality in
translating domain terms. The categories are as
follows: (i) reorder error (RE): the translation of
a source term forms the wrong word order in the
target, (ii) inflectional error (IE): the translation of
a source term inflicts a morphological error, (iii)
partial error (PE): the MT system correctly trans-
lates part of a source term into the target and com-
mits an error for the remainder of the source term,
(iv) incorrect lexical selection (ILS): the transla-
tion of a source term is an incorrect lexical choice,
(v) term drop (TD): the MT system omits the
source term in translation, (vi) source term copied
(STC): a source term or part of it is copied ver-
batim to target, (vii) disambiguation issue in tar-
get (DIT): although the MT system makes a po-
tentially correct lexical choice for a source term,
its translation-equivalent does not carry the mean-
ing of the source term, and (viii) other error (OE):
there is an error in relation to the translation of a
source term, whose category, however, is beyond
all remaining error categories. The proposed ter-
minology translation error typology is illustrated
in Figure 1 (cf. Appendix A).

Apart from the above error categories, we have
a class for a source term being correctly translated
into the target, i.e. the MT system produces a cor-
rect translation (CT) for a source term. As pointed
out in Section 3, we wanted to see how diverse
an MT model can be in translating domain terms,
and how close the translation of a source term can
be to the reference terms or its LIVs or to what
extent (e.g. syntactically and morphologically) it
differs from them. For this reason, we divide the
CT class into seven sub-classes, and define them
below: (i) CT given the reference term (CTR): the
translation of a source term is the reference term,
(ii) CT given one of the LIVs (CTV): the trans-
lation of a source is one of the LIVs of the refer-
ence term, (iii) variation missing (VM): a source
term is correctly translated into the target, but the
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translation is neither the reference term nor any
of its LIVs, (iv) correct inflected form (CIF): a
source term is correctly translated into the target,
but the translation is neither the reference term nor
any of its LIVs. However, the base form of the
translation of the source term is identical to the
base form of either the reference term or one of
the LIVs of the reference term, (v) correct reorder
form (CRF): a source term is correctly translated
into the target, and the translation includes those
words that either the reference term or one of the
LIVs has, but the word order of the translation is
different to that of the the reference term or one of
the LIVs, (vi) correct reorder and inflected form
(CRIF): this class is a combination of both CIF and
CRF, and (vii) other correct (OC): a source term
is correctly translated into the target, whose cate-
gory, however, is beyond the all remaining correct
categories.

5 Manual Evaluation Plan

This section presents our manual evaluation plan.
Translations of the source terms of gold-testset
were manually validated and classified in accor-
dance with the set of fine-grained errors and cor-
rect categories described above. This was accom-
plished by the human evaluator. The manual eval-
uation was carried out with a GUI that randomly
displays a source sentence and its reference trans-
lation from gold-testset, and the automatic trans-
lation by one of the MT systems. For each source
term the GUI highlights the source term and the
corresponding reference term from the source and
reference sentences, respectively, and displays the
LIVs of the reference term, if any. The GUI lists
the error and correct categories described in Sec-
tion 4. The evaluator, a native Hindi speaker with
the excellent English and Hindi skills, was in-
structed to follow the following criteria for eval-
uating the translation of a source term: (a) judge
correctness / incorrectness of the translation of the
source term in hypothesis and label it with an ap-
propriate category listed in the GUI, (b) do not
need to judge the whole translation, but instead
look at the local context to which both source term
and its translation belong, and (c) take the syn-
tactic and morphological properties of the source
term and its translation into account.

The manual classification process was com-
pleted for all MT system types. We measure
agreement in manual classification of terminol-
ogy translation. For this, we randomly selected
an additional 100 segments from gold-testset and
hired another evaluator having the similar skills.

We considered the correct and incorrect categories
for the calculation, i.e. we count an agreement
whenever both evaluators agree that it is a correct
(or incorrect) term translation, with agreement by
chance = 1/2. We found that the kappa coefficient
for this ranges from 0.97 to 1.0. Thus, our man-
ual term translation classification quality can be
labeled as excellent.

6 Terminology Translation Evaluation in
PB-SMT and NMT

This section provides a comparative evaluation
of the ability of PB-SMT and NMT to translate
terminology accurately. In Table 5, we report
the statistics of terminology translations from the
English-to-Hindi MT task. We see that EHPS
and EHNS incorrectly translate 303 and 253 En-
glish terms (out of total 3,064 terms) (cf. last
row of Table 5), respectively, into Hindi, resulting
in 9.9% and 8.3% terminology translation errors,
respectively. We use approximate randomization
(Yeh, 2000) to test the statistical significance of
the difference between two systems, and report
the significance-level (p-value) in the last column
of Table 5. We found that the difference between
the error rates is statistically significant. In Table
6, we report the statistics of terminology transla-
tions for the Hindi-to-English MT task. We see
that HEPS and HENS incorrectly translate 396 and
353 Hindi terms (cf. last row of Table 6), respec-
tively, into English, resulting in 12.9% and 11.5%
terminology translation errors, respectively. As
can be seen from Table 6, the difference between
the error rates is statistically significant. When we
compare these scores with those from Table 5, we
see that these scores are slightly higher compared
to those for the English-to-Hindi task. Surpris-
ingly, the terminology translation quality from the
morphologically-rich to the morphologically-poor
language deteriorates compared to the overall MT
quality (cf. Section 2).

6.1 Comparison with Fine-Grained Category

This section discusses the numbers and highlights
phenomena for the fine-grained categories, start-
ing with those that involve correct terminology
translations.

CTV & VM We see from Tables 5 and 6 that the
numbers under the CTV (correct term given one of
the LIVs class are much higher in the English-to-
Hindi task (695 and 662) compared to those in the
Hindi-to-English task (241 and 245). CTV is mea-
sured as the count of instances where a source term
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is (i) correctly translated into the target translation
and (ii) the translation-equivalent of that term is
one of the LIVs of the reference term. As can be
seen from Table 1, the training set vocabulary size
is much higher in Hindi compared to that in En-
glish since the former is a morphologically-rich
and highly inflected language, which is probably
the reason why these numbers are much higher in
the English-to-Hindi task.

In a few cases, the human evaluator found that
the source terms are correctly translated into the
target, but the translations are neither the reference
terms nor any of its LIVs. The manual evaluator
marked those instances with VM (variation miss-
ing) (cf. Tables 5 and 6). These can be viewed as
annotation mistakes since the annotator omitted to
add relevant LIVs for the reference term into gold-
testset. In future, we aim to make gold-testset as
exhaustive as possible by adding missing LIVs for
the respective reference terms.

CRF, CIF, CRIF & OC We start this section
by highlighting the problem of word order in term
translation, via a translation example from gold-
testset. The Hindi-to-English NMT system cor-
rectly translates a Hindi source term ‘khand nyaay
peeth ke nirnay’ (English reference term: ‘division
bench judgment’) into the following target trans-
lation (English): “it shall also be relevant to refer
to article 45 - 48 of the judgment of the division
bench”. The manual evalautor marks this term
translation as CRF (correct reorder form) since the
term ‘judgment of the division bench’ was not in
the LIV list for the reference term, ‘division bench
judgment’.

We show another example from the Hindi-to-
English translation task. This time, we highlight
the issue of inflection in term translation. As an
example, we consider a source Hindi term ‘ab-
hikathan’ from gold-testset. Its reference term
is ‘allegation’, and the LIV list of the reference
term includes two lexical variations for ‘allega-
tion’: ‘accusation’ and ‘complaint’. A portion of
the reference translation is ‘an allegation made by
the respondent ...’. A portion of the translation
produced by the Hindi-to-English NMT system is
‘it was alleged by the respondent ...’. In this trans-
lation, we see the Hindi term ‘abhikathan’ is trans-
lated into ‘alleged’ which is a correct translation of
the Hindi legal term ‘abhikathan’ as per the syn-
tax of the target translation. As above, the man-
ual evalautor marked these term translations as
CIF (correct inflected form) since the translation-
equivalent of this term is not found in the LIV list
of the reference term.

As stated in Section 4, CRIF (correct reorder
and inflected form) is the combination of the above
two types: CRF and CIF. As an example, con-
sider a portion of the source Hindi sentence ‘vi-
vaadagrast vaseeyat hindee mein taip kee gaee hai
...’ and the English reference translation ‘the will
in dispute is typed in hindi ...’ from gold-testset.
Here, ‘vivaadagrast vaseeyat’ is a Hindi term and
its English equivalent is ‘will in dispute’. The
translation of the source sentence by the Hindi-
to-English NMT system is ‘the disputed will have
been typed in hindi ...’. We see that the transla-
tion of the source term (‘vivaadagrast vaseeyat’)
is ‘disputed will’ which is correct. We also see
that its word order is different to that of the refer-
ence term (‘will in dispute’); and the morpholog-
ical form of (part of) the translation is not identi-
cal to that of (part of) the reference term. As is
the case with CRF and CIF, the manual evaluator
marks such term translations as CRIF.

When translation of a source term is correct but
its category is beyond the all remaining correct
categories, the manual evaluator marks that term
translation as OC (other correct). In our man-
ual evaluation task, we encountered various such
phenomena, and detail some of those below. (1)
term transliteration: the translation-equivalent of
a source term is the transliteration of the source
term itself. We observed this happening only
when the target language is Hindi. In practice,
many English terms (transliterated form) are of-
ten used in Hindi text (e.g. ‘decree’ as ‘dikre’,
‘tariff orders’ as ‘tarif ordars’), (2) terminology
translation coreferred: translation-equivalent of a
source term is not found in the hypothesis, how-
ever, it is correctly coreferred in target translation,
and (3) semantically coherent terminology trans-
lation: the translation-equivalent of a source term
is not seen in the hypothesis, but its meaning is
correctly transferred into the target. As an exam-
ple, consider the source Hindi sentence “sabhee
apeelakartaon ne aparaadh sveekaar nahin kiya
aur muqadama chalaaye jaane kee maang kee”,
and reference English sentence “all the appel-
lants pleaded not guilty to the charge and claimed
to be tried” from gold-testset.2 Here, ‘aparaadh
sveekaar nahin’ is a Hindi term and its English
translation is ‘pleaded not guilty’. The Hindi-to-
English NMT system produces the following En-
glish translation “all the appellants did not accept
the crime and sought to run the suit” for the source
sentence. In this example, we see the meaning of

2In this example, the reference English sentence is the
literal translation of the source Hindi sentence.
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the source term ‘aparaadh sveekaar nahin’ is pre-
served in the target translation.

Table 3: CIF, CRF, CRIF and OC in PB-SMT and
NMT.

PB-SMT NMT
English-to-Hindi 122 (4%) 98 (3.2%)
Hindi-to-English 90 (2.9%) 138 (4.5%)

We recall the rule that we defined while forming
the LIV list for a reference term from Section 3.
Our annotators considered only those inflectional
variations for a reference term that would be gram-
matically relevant to the context of the reference
translation in which they would appear. In prac-
tice, translation of a source sentence can be gener-
ated in numerous ways. It is possible that a partic-
ular inflectional variation of a reference term could
be grammatically relevant to the context of the tar-
get translation, which, when it replaces the refer-
ence term in the reference translation, may (syn-
tactically) misfit the context of the reference trans-
lation. As far as CRF and CRIF are concerned,
a similar story might be applicable to the transla-
tion of a multiword term. A multiword term may
be translated into the target in various ways (as
shown above, ‘division bench judgment’ as ‘judg-
ment of the division bench’, and ‘disputed will’ as
‘will in dispute’). In reality, it would be an im-
possible task for the human annotator to consider
all possible such variations for a multiword refer-
ence term. Additionally, as above, we saw more
diverse translations with the domain terms under
the OC category. In Table 3, we report the com-
bined numbers under the above categories (CRF,
CRIF, CIF and OC), with their percentage with re-
spect to the total number of terms. We see that
translations of a notable portion of source terms in
each translation task are diverse. Therefore, inves-
tigating the automation of the terminology transla-
tion evaluation process (Haque et al., 2019), these
phenomena have to be taken into consideration.

RE Now, we turn our focus to the error classes,
starting with RE (reordering error). We compare
the results under RE from Tables 5 and 6, and
we see that NMT commits many fewer terminol-
ogy translation-related reordering errors than PB-
SMT. 15 REs are caught in the English-to-Hindi
PB-SMT task compared to 5 in the English-to-
Hindi NMT task. The same trend is observed with
the reverse direction, with 18 reordering errors
seen in the Hindi-to-English PB-SMT task com-
pared to 5 in the Hindi-to-English NMT task. As

can be seen from the last columns of Tables 5 and
6, the differences in these numbers in PB-SMT
and NMT are statistically significant.

IE As far as the inflectional error type is con-
cerned, the Hindi-to-English PB-SMT system
makes nearly twice as many mistakes as the Hindi-
to-English NMT system (118 vs 76) (cf. Tables 5
and 6), which is statistically significant. We see
a different picture in the English-to-Hindi direc-
tion, i.e. the numbers of morphological errors are
nearly the same, both in PB-SMT and NMT (77
vs 79). We found no statistically significant differ-
ence between them.

PE The numbers (cf. Tables 5 and 6) of partial
term translation errors in PB-SMT and NMT are
almost the same regardless of the translation di-
rections. We found that the differences in these
numbers are not statistically significant.

ILS PB-SMT appears to be more error-prone
than NMT as far as a term’s lexical selection is
concerned. EHPS commits 77 incorrect lexical
choices which is 35 more than EHNS. The same
trend is observed with the Hindi-to-English direc-
tion. HEPS and HENS commit 139 and 90 incor-
rect lexical choices, respectively. We found that
the differences in these numbers in PB-SMT and
NMT are statistically significant.

TD Comparing the numbers of the term drop
category from Tables 5 and 6, we see that the
numbers of term omission by the PB-SMT and
NMT systems are almost the same (53 versus 56)
in the English-to-Hindi translation task. We found
no statistically significant difference in these num-
bers. In contrast, in the Hindi-to-English transla-
tion task, HENS drops terms more than twice as
often as HEPS (86 versus 38). This time, we found
that the difference in these numbers is statistically
significant.

STC & OE Now we focus on discussing var-
ious aspects with the STC (source term copied)
and OE (other error) classes, starting with the
English-to-Hindi task. We counted the number of
source terms of gold-testset that are not found in
the source-side of the training corpus (cf. Table
1). We see that 88 source terms (out of a total
of 3,064 terms) are not found in the training data,
with almost all being multiword terms. Neverthe-
less, only 5 unique words (i.e. adjudicary, hals-
bury, presuit, decretal, adj) that are either single-
word terms or words of multiword terms are not
found in the training data. In other words, these
are out-of-vocabulary (OOV) items.
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Table 4: STC in English-to-Hindi PB-SMT and
NMT.

STC (PB-SMT) translation (NMT) class (NMT)
adjudicatory role nyaay - nirnay keea PE

koee bhoomika
decretal TD
halsbury ’s laws halbury ke kaanoonon PE
presuit poorva vaad RE
adjudicatory TD
learned adj vidvat edeeje CTR
learned adj kaabil edeeje CTV
mrtp act mrtp adhiniyam CTR
testatrix testrex OE
concealments rahasyon OE
res judicata nyaayik roop OE
subjudice vichaaraadheen CTV

We recall Table 5 where we see that the man-
ual evaluator has marked 12 term translations with
STC since in those cases the PB-SMT system
copied source terms (or a part of source terms)
verbatim into the target. In Table 4, we show
those source terms in the PB-SMT task that be-
long to the STC class. The first column of the
table shows source terms with the term itself or
part of it in bold, which means those words are
copied verbatim into target. We see from the ta-
ble that the OOV terms (i.e. adjudicary, halsbury,
presuit, decretal, adj), in most cases, are respon-
sible for the term translations being marked with
the STC tag. In one instance we found that a part
of the English term (‘mrtp’) (cf. row 8 of Table
4) itself was present in the target-side of the train-
ing corpus. This could be the possible reason why
‘mrtp’ is seen in the target translation. Each of
the remaining source terms (last 4 rows of Table
4) include words that are copied directly into the
target translation despite the fact that they are not
OOVs. This is a well-known problem in PB-SMT
and rarely happens with the low frequency words
of the training corpus. In short, these source terms
(last 4 entries of Table 4) either alone or with the
adjacent words of the test set sentences (i.e. as a
part of phrase) are not found in the source-side of
the PB-SMT phrase table.

Now we see how NMT performed with the 12
source terms above; their translations with EHNS
and the corresponding manual class are shown in
the second and third columns of Table 4, respec-
tively. We see that out of 12 translations EHNS
made a mistake on 8 occasions and correctly trans-
lated on 4 occasions. The errors are spread over
different categories (e.g. TD, OE, PE). Unsurpris-
ingly, we see NMT is capable of correctly trans-
lating rare and even unknown words, by exploit-

ing the strength of the open-vocabulary translation
technique (Sennrich et al., 2016). However, this
method also has down-sides. For example, some
of the term translations under the OE category in
the NMT task are non-existent wordforms of the
target language, for which the open-vocabulary
translation technique is responsible. This phe-
nomenon is also corroborated by Farajian et al.
(2017) while translating technical domain terms.
We discuss the OE class further below.

We see from Table 5 that the human evalu-
ator has marked 24 term translations with OE
in NMT. In this category we observed that the
translations of the source terms are usually either
strange words that have no relation to the meaning
of the source term, repetitions of other translated
words or terms, entities that are non-existent word-
forms of the target language, or words with typo-
graphical errors. As far as PB-SMT is concerned,
we see from Table 5 that the evaluator also tagged
12 term translations with OE, most of which are
related to typographical errors.

Now we turn our focus on the Hindi-to-English
task. We counted the number of those source
terms from gold-testset that are not found in the
source-side (Hindi) of the training corpus (cf. Ta-
ble 1). We see that 160 source terms (out of a to-
tal of 3,064 terms) are not found in the training
data, most of which are, in fact, multiword terms.
However, only 18 unique Hindi words that are ei-
ther single-word terms or words within multiword
terms are not found in the training data. As in
English-to-Hindi translation task, in this task we
found that the OOV items are largely responsi-
ble for the term translations being marked as STC.
We also examined how the Hindi-to-English NMT
system performed with those 17 source terms that
were marked as STC. We see that HENS makes
a mistake on 13 occasions and correctly trans-
lates on 4 occasions. The error types are spread
over different categories: TD (2), OE (6), PE (1)
and ILS (4). We observed that 3 out of 4 source
terms of the STC category for which the Hindi-to-
English NMT system produces correct translations
are OOV items. Here, we again see the strength
of the open-vocabulary translation technique for
the translation of novel terms. In the Hindi-to-
English translation task, we found that the termi-
nology translations under the OE category, as in
English-to-Hindi translation, are roughly related
to odd translations, non-existent wordforms of the
target language, typological mistakes and repeti-
tion of other translated words or terms.
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DIT We see from Table 5 and Table 6 that the
manual evaluator marked 3 and 1 term transla-
tions as DIT (disambiguation issue in target) in
English-to-Hindi and Hindi-to-English PB-SMT
tasks, respectively. We found that the MT sys-
tems made correct lexical choices for the source
terms, although the meanings of their target-
equivalents in the respective translations are dif-
ferent to those of the source terms. This can be
viewed as a cross-lingual disambiguation prob-
lem. For example, one of the three source terms
from English-to-Hindi translation task is ‘victim’
(reference translation ‘shikaar’) and the English-
to-Hindi PB-SMT system makes a correct lexical
choice (‘shikaar’) for ‘victim’, although the mean-
ing of ‘shikaar’ is completely different in the target
translation, i.e. here, its meaning is equivalent to
English ‘hunt’.

Pairwise Overlap We report the numbers of
pairwise overlaps, i.e. the number of instances in
which NMT and PB-SMT have identical classifi-
cation outcomes. We recall Table 5 & 6 whose
fourth columns show the numbers of pairwise
overlap for categories. The small number of over-
lapping instances in each category indicates that
term translation errors from the PB-SMT system
are quite different from those from the NMT sys-
tem. As can be seen from the last row of Table 5
& 6, the numbers of overlaps in the combination
of all error classes are 86 and 115, respectively,
which are nearly one third or fourth of the num-
ber of errors committed by the NMT and PB-SMT
systems alone, indicating that the majority of the
errors in PB-SMT are complementary with those
in NMT. This finding on terminology translation is
corroborated by Popović (2017), who finds com-
plementarity with the various issues relating to the
translations of NMT and PB-SMT.

7 Conclusion and Future Work

In this paper, we investigated domain term transla-
tion in PB-SMT and NMT with two morphologi-
cally divergent languages, English and Hindi. Due
to the unavailability of a gold standard for term
translation evaluation, we adopted a technique that
semi-automatically creates a gold standard test set
from an English–Hindi judicial domain parallel
corpus. The gold standard that we have devel-
oped will serve as an important resource for the
evaluation of term translation in MT. We also pro-
pose a terminology translation typology focused
on term translation errors in MT. From our eval-
uation results, we found that the NMT systems

commit fewer lexical, reordering and morpholog-
ical errors than the PB-SMT systems. The dif-
ferences in error rates of the former (lexical se-
lection and reordering errors) types are statisti-
cally significant in both MT tasks, and the dif-
ference of the morphological error rates is statisti-
cally significant in the Hindi-to-English task. The
morphological errors are seen relatively more of-
ten in PB-SMT than in NMT when translation is
performed from a morphologically-rich language
(Hindi) to the a morphologically-poor language
(English). The opposite picture is observed in the
case of term omission in translation, with NMT
omitting more terms in translation than PB-SMT.
We found that the difference in term omission-
related error rates in PB-SMT and NMT are statis-
tically significant in the Hindi-to-English task, i.e.
again from the morphologically-rich language to
the morphologically-poor language. Another im-
portant finding from our analysis is that NMT is
able to correctly translate unknown terms, by ex-
ploiting the strength of the open-vocabulary trans-
lation technique, which, as expected, are copied
verbatim into the target in PB-SMT. We also found
that the majority of the errors made by the PB-
SMT system are complementary to those made
by the NMT system. In NMT, we observed that
translations of source terms are occasionally found
to be strange words that have no relation to the
source term, non-existent wordforms of the tar-
get language, and/or repetition of other translated
words. This study also shows that a notable por-
tion of the term translations by the MT systems
are diverse, which needs to be taken into consid-
eration while investigating the automation of the
terminology translation evaluation process.

As far as future work is concerned, we plan
to test terminology translation with different lan-
guage pairs and domains.
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A Supplementary Material

Table 5: PB-SMT vs NMT: English-to-Hindi.

PB-SMT NMT ∩ p-value

CTR 1,907 2,015 1662
CTV 695 662 466
VM 35 36 10
CRF 4 7 4
CIF 112 87 31
CRIF
OC 8 4

CT 2,761 2,811 2614

RE 15 5 0.044
IE 79 77 30 0.91
PE 52 47 19 0.61
ILS 77 44 9 0.001
TD 53 56 9 0.83
STC 12
OE 12 24 2
DIT 3

ERROR 303 253 86 0.011

Table 6: PB-SMT vs NMT: Hindi-to-English.

PB-SMT NMT ∩ p-value

CTR 2,313 2,295 2,075
CTV 241 245 147
VM 24 33 5
CRF 13 11 4
CIF 75 107 48
CRIF 2
OC 2 18

CT 2,668 2,711 2,483

RE 18 5 1 0.008
IE 118 76 21 0.0009
PE 65 73 31 0.42
ILS 139 90 35 0.0001
TD 38 86 6 0.0001
STC 17
OE 23
DIT 1

ERROR 396 353 115 0.04

Figure 1: Terminology Translation Typology.
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